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A B S T R A C T

Few-shot classification (FSC) is a challenging problem, which aims to identify novel classes with limited
samples. Most existing methods employ vanilla transfer learning or episodic meta-training to learn a feature
extractor, and then measure the similarity between the query image and the few support examples of novel
classes. However, these approaches merely learn feature representations from individual images, overlooking
the exploration of the interrelationships among images. This neglect can hinder the attainment of more
discriminative feature representations, thus limiting the potential improvement of few-shot classification
performance. To address this issue, we propose a Sample Relationship Exploration (SRE) module comprising
the Sample-level Attention (SA), Explicit Guidance (EG) and Channel-wise Adaptive Fusion (CAF) components,
to learn discriminative category-related features. Specifically, we first employ the SA component to explore
the similarity relationships among samples and obtain aggregated features of similar samples. Furthermore, to
enhance the robustness of these features, we introduce the EG component to explicitly guide the learning of
sample relationships by providing an ideal affinity map among samples. Finally, the CAF component is adopted
to perform weighted fusion of the original features and the aggregated features, yielding category-related
embeddings. The proposed method is a plug-and-play module which can be embedded into both transfer
learning and meta-learning based few-shot classification frameworks. Extensive experiments on benchmark
datasets show that the proposed module can effectively improve the performance over baseline models,
and also perform competitively against the state-of-the-art algorithms. The source code is available at https:
//github.com/Chenguoz/SRE.
1. Introduction

In recent years, deep learning methods have achieved significant
advances in various visual recognition tasks. However, the training of
a deep learning model significantly relies on abundant labeled training
to achieve a good performance. In contrast, the human visual system
can recognize new objects with only a few labeled examples available.
Inspired by human capabilities of learning from a small number of
samples, the concept of few-shot classification (FSC) [1–3] has emerged
at the forefront of deep learning to quickly adapt to new tasks with
limited annotated data.

Due to the limitation of training data, there exist many issues like
overfitting and poor generalization in FSC. In order to solve these
problems, various methods have been explored, among which meta-
learning based and transfer learning based methods account for the
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vast majority. In terms of transfer learning based methods, many works
[4–6] encode sufficient prior information to initialized parameters with
various pre-training strategies and some others [5,7,8] improve the
loss function during the stage of fine-tuning. Unlike transfer learning
based approaches aimed at obtaining better pre-trained models and
fine-tuning loss functions, meta-learning based methods [9–12] attempt
to capture the ability to quickly adapt to new tasks.

Although a variety of advancements have been made by both kinds
of methods to enhance loss functions or the overall structural aspects
of few-shot models, the majority of them tend to simply learn feature
embeddings from an individual image, overlooking the huge potential
of relationships among images. In fact, in FSC tasks, due to the small
number of samples in each class, there may be significant variation
https://doi.org/10.1016/j.patcog.2024.111089
Received 24 March 2024; Received in revised form 15 October 2024; Accepted 16 
vailable online 28 October 2024 
031-3203/© 2024 Elsevier Ltd. All rights are reserved, including those for text and 
October 2024

data mining, AI training, and similar technologies. 
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Fig. 1. Comparison between traditional few-shot classification methods and our
relation-modeling based method. The proposed method aims to obtain more robust and
discriminative sample features by aggregating category information across samples.

within the class. Extracting features from a single image may lead
to poor discriminability, which in turn affects the improvement of
few-shot classification performance. Effectively exploring the class sim-
ilarity relationship among images during the feature extraction process
and aggregating similar sample features can help reduce intra-class
variation and increase the discriminability of features.

Inspired by above observation, in this paper, we propose a Sample
Relation Exploration (SRE) module for both transfer learning and meta-
learning frameworks in FSC. Specifically, inspired by the role of atten-
tion mechanism [13,14] in exploring relationships between patches, a
Sample-level Attention (SA) component is employed to model similarity
relations among samples. In this way, a task-related similarity map and
aggregated features of similar samples can be obtained. In addition, we
introduce the Explicit Guidance (EG) component to explicitly supervise
the task-related similarity map by an ideal affinity map constructed by
class information. We hope that such an explicit constraint can help
the model to achieve more compact intra-class clusters in feature space
from a global perspective, so as to enhance the robustness of features.
Last but not least, we also propose a Channel-wise Adaptive Fusion
(CAF) component to dynamically and adaptively fuse both the original
and aggregated features. By doing so, a category-related feature with
information extracted both individually and jointly from one task can
be obtained. As illustrated in Fig. 1, by exploring sample relationships
with the proposed SRE module, we can integrate category-specific
information into features and enhance the connection between similar
images, thereby obtaining a more discriminative embedding space.

We summarize our contributions as three-folds:

• In this paper, we propose a Sample Relation Exploration (SRE)
module to explore category information from similar samples
and construct a more discriminative feature space. Three com-
ponents in SRE module are employed to model similarity re-
lationships, guide task-related similarity map learning and fuse
category information, respectively.

• Our SRE module is a plug-and-play module, which can be seam-
lessly integrated with any feature extractor of both meta-learning
based and transfer learning based methods for FSC.
2 
• Extensive experiments are conducted on several few-shot learning
benchmarks. The experimental results show that our SRE module
can effectively improve the performance of both meta-learning
and transfer learning based methods.

2. Related work

2.1. Few-shot classification

Among various few-shot classification methods, meta-learning based
approaches [9,15–17] have attracted many follow-up works [4,18–20]
due to their elegant formulation and suitability for few-shot learning
scenarios. Wertheimer et al. [11] introduce a novel mechanism for
few-shot classification by reconstructing each query sample from the
support set in a closed form, without introducing any new modules
or large-scale learnable parameters. Xie et al. [6] propose a Deep
Brownian Distance Covariance for few-shot classification to replace the
conventional features, applying it to both meta-learning and transfer
learning frameworks. These works have designed different learning
mechanisms to address the few-shot classification problem. Recently,
a surprising finding is that a simple transfer learning baseline [5,6],
which involves training a supervised model on the training set fol-
lowed by fine-tuning with a simple adaptation algorithm (such as
logistic regression), actually outperforms many methods based on meta-
learning [9,16,21]. Since simple supervised training is not specifically
designed for few-shot classification, this observation suggests that the
training algorithm can be designed without considering the choice of
adaptation algorithm while still achieving satisfactory performance. It
is noteworthy that above methods do not fully consider the relation-
ships among samples during feature extraction. To address this issue,
we propose a sample relationship exploration module which can be
seamlessly integrated into both the meta-learning and transfer learning
based FSC frameworks.

2.2. Attention-based method for few-shot classification

The fundamental idea behind attention-based methods [11,22,23]
is to incorporate attention mechanisms into the model, which can sup-
press the influence of irrelevant features and thus improve classification
performance in few-shot settings. Liu et al. [24] propose to exploit uni-
versal features for few-shot classification by dynamically re-weighting
and composing the most appropriate domain-specific representations.
Lai et al. [12] propose a novel Clustered-patch Element Connection
layer to correct the mismatch problem of semantic information between
local patches. However, we observe that most of these methods do not
explicitly guide the learning of attention models, making it difficult to
learn discriminative sample features and unable to analyze the bene-
fits of attention models for few-shot scenarios. Therefore, we propose
a novel Sample-level Attention component, which can be explicitly
guided by label information to learn category relationships between
samples and obtain more robust features.

2.3. Transductive few-shot classification

There are also some works [25–27] introduce the transductive FSC
method, building upon the foundation of inductive FSL to achieve more
robust performance. Simon et al. [25] introduce an approach called
Adaptive Subspace for few-shot learning, which learns a set of sub-
spaces to adapt to different tasks, resulting in improved generalization
capability. Chen et al. [28] propose ECKPN, a network that leverages
inter-class knowledge for label propagation from query to support set,
enhancing generalization. Recently, methods based on Label Propaga-
tion (LP) [8,29,30] have gained prominence in transductive few-shot
learning. These methods construct a graph from the support set and
the entire query set, propagating labels within the graph, and have
become the mainstream in transductive few-shot learning due to their
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Fig. 2. Overview of the proposed method. We employ either episodic meta-training or vanilla transfer learning from scratch to train our SRE module. Firstly, we feed the original
features extracted from the shared backbone to the SA component, model the task-related similarity map of the samples, and obtain aggregated features containing interactions
among similar samples. Then, to further improve the reliability of task-related similarity map, the EG component is employed to explicitly guide the similarity learning via an
ideal affinity map based on the one-hot encoding of labels. Finally, the CAF component is used to achieve a balance between aggregated features and original features, generating
category-related features that incorporate sample relationships.
significant performance improvements. In contrast, our method focuses
on utilizing all available information from the input samples during
the feature extraction stage of the model, by constructing a task-
related similarity map among the samples to address the issue of fragile
features learned by the model in few-shot scenario.

3. Method

In this section, we first introduce the proposed Sample Relationship
Exploration (SRE) module in detail. Then we embed our SRE module
into two few-shot classification frameworks. Finally, we discuss the dif-
ferences between our SRE module and previous relationship modeling
approaches.

3.1. Sample Relationship Exploration (SRE) module

As illustrated in Fig. 2, the proposed SRE module consists of three
main components: the Sample-level Attention (SA), Explicit Guidance
(EG) and Channel-wise Adaptive Fusion (CAF) component. Given a
mini-batch of input images {𝑥𝑖}𝐵𝑖=1, 𝑑-dimensional feature vectors 𝑧𝑖 ∈
R1×𝑑 are obtained through the backbone feature extractor 𝑓𝜃(⋅). Then,
the feature vectors from the mini-batch are concatenated as original
features 𝐙 ∈ R𝐵×𝑑 and fed into the SA component to estimate the
task-related similarity map 𝑠𝑖𝑚 ∈ R𝐵×𝐵 of the samples, and produce
the aggregated features 𝐙𝑐 ∈ R𝐵×𝑑 containing correlation information
between similar samples. Additionally, the one-hot encoding of the
sample label is fed into the EG component to construct the ideal affinity
map 𝑡𝑟𝑢𝑒 ∈ R𝐵×𝐵 for explicit supervision of similarity learning,
thereby further improving the reliability of the task-related similarity
map. Finally, 𝐙 and 𝐙𝑐 are adaptively fused through the CAF compo-
nent to finally generate category-related features that contain sample
relationships.

3.1.1. Sample-level attention component
To achieve interaction between feature information among samples

and explicitly model the intra-class relationships among samples, this
method is inspired by self-attention mechanisms [22] and their exten-
sion to the sample dimension [13] for modeling the similarity relations
among samples.

Specifically, for the original features 𝐙 ∈ R𝐵×𝑑 of input samples, this
method employs an sample-level dot-product attention mechanism to
transform the feature embeddings of input samples, thereby measuring
3 
inter-sample category similarities. Here, the query, key and value vec-
tor 𝐐,𝐊,𝐕 ∈ R𝐵×𝑑 are all derived from the original features 𝐙 through
three linear transformations, as shown in following Eq. (1).

𝐐,𝐊,𝐕 = 𝐿𝑖𝑛𝑒𝑎𝑟𝑞 ,𝑘,𝑣(𝐙). (1)

Unlike traditional attention mechanisms, we use the sigmoid func-
tion 𝜓(⋅) instead of softmax function to better model the similarity
between sample categories as follows:

𝑠𝑖𝑚 = 𝜓(𝐐𝐊𝐓
√

𝑑
), 𝑠𝑖𝑗 ∈ [0, 1] . (2)

The element 𝑠𝑖𝑗 in category attention map 𝑠𝑖𝑚 = {𝑠𝑖𝑗 |𝑖, 𝑗 ∈ 1, 2,… , 𝐵}
indicates the similarity between the 𝑖th and 𝑗th image, and 𝑑 is the
scaling factor in attention mechanism. This task-related similarity map
𝑠𝑖𝑚 can be supervised by the ideal affinity map constructed by
Explicit Guidance component in Section 3.1.2.

Then, we reweight the value vector 𝐕 through the task-related sim-
ilarity map 𝑠𝑖𝑚 to obtain corresponding category aggregated features
𝐙𝑐 ∈ R𝐵×𝑑 of each sample:

𝐙𝑐 = 𝜙(𝑠𝑖𝑚) × 𝐕, (3)

where × represents the operation of matrix products, and the soft-
max function 𝜙(⋅) ensures that the weighted aggregated features are
consistent with the original feature scale. In this way, a task-related
similarity map 𝑠𝑖𝑚 and aggregated features 𝐙𝑐 of similar samples can
be obtained.

3.1.2. Explicit guidance component
In FSC tasks, each sample is associated with a true label during

training. It is challenging for the network to model the relationship
information between isolated samples. In this section, we calculate
the ideal affinity map of input samples based on their true labels
to explicitly guide the network in learning the correct relationships
between samples.

For a single mini-batch or episode of input samples with a total of
𝐵 samples and 𝐿 classes, the one-hot encoding matrix is denoted as
𝑂 𝑛𝑒ℎ𝑜𝑡 ∈ R𝐵×𝐿. As shown in the map generator of Fig. 3, the category
relationship can be explicitly modeled as:

𝑡𝑟𝑢𝑒 = 𝑂 𝑛𝑒ℎ𝑜𝑡 × 𝑂 𝑛𝑒ℎ𝑜𝑡𝑇 , (4)

where 𝑡𝑟𝑢𝑒 = {𝑡𝑖𝑗 |𝑖, 𝑗 = 1,… , 𝐵} ∈ R𝐵×𝐵 represents the ideal affinity
map between samples.
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Fig. 3. Example of the map generator. In training phase, the one-hot encodings of input samples are packed into mini-batch input and passed through the map generator to obtain
the ideal affinity map.
Fig. 4. The structure of Channel-wise Adaptive Fusion component. The original features and aggregated features are first normalized, then weighted by learnable parameters and
finally concatenated to obtain category-related features.
As a result, the ideal affinity map 𝑡𝑟𝑢𝑒 can act as the additional
supervision for task-related similarity map 𝑠𝑖𝑚 in Eq. (2), enabling
the network to capture the real relationships between samples.

For each element in the task-related similarity map 𝑠𝑖𝑚 and ideal
affinity map 𝑡𝑟𝑢𝑒, a binary cross-entropy loss function can be denoted
as follows:

𝑢 = − 1
𝐵2

𝐵
∑

𝑗=1

𝐵
∑

𝑖=1

(

𝑠𝑖𝑗 log 𝑡𝑖𝑗 + (1 − 𝑠𝑖𝑗 ) log
(

1 − 𝑡𝑖𝑗
))

, (5)

where 𝑠𝑖𝑗 ∈ 𝑠𝑖𝑚 and 𝑡𝑖𝑗 ∈ 𝑡𝑟𝑢𝑒.
By constructing such a class relation loss to explicitly guide the

learning of task-related similarity map 𝑠𝑖𝑚, it helps the model achieve
more compact intra-class clusters in the feature space from a global
perspective, thus enhancing the generalization ability of models.

3.1.3. Channel-wise adaptive fusion component
As illustrated in Fig. 4, to dynamically and adaptively integrate the

original features of input samples with their aggregated features based
on class information, we propose the Channel-wise Adaptive Fusion
component.

Due to the different focuses of original features and aggregated
features, learnable feature weighting parameters should be applied
to each channel. Therefore, we design two learnable parameters for
original features and aggregated features of input samples: channel
weight parameters 𝛾 ∈ R1×𝑑 and channel bias parameters 𝛽 ∈ R1×𝑑 .
For each feature, a linear transformation function 𝜑(⋅) parameterized
by 𝛾 and 𝛽, is denoted as follows:

𝜑(𝑧) = 𝑧 − 𝐸[𝑧]
√

𝑉 𝑎𝑟[𝑧] + 𝜖
× 𝛾 + 𝛽 , 𝑧 ∈ R1×𝑑 , (6)

where 𝐸(⋅) represents the mean operation, 𝑉 𝑎𝑟(⋅) represents the vari-
ance operation, and 𝜖 is a small constant. The learnable parameter
weights of the original features and aggregated features are indepen-
dent of each other.

By linearly weighting the original features and aggregated features,
and then concatenating them along the channel dimension, we obtain
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the category-related features 𝐙𝑓 containing information separately and
jointly extracted from one task, as follows:

𝐙𝑓 = 𝜑(𝐙)⊕ 𝜑(𝐙𝑐 ),𝐙𝑓 ∈ R𝐵×2𝑑 , (7)

where ⊕ represents the operation of concatenation.
Finally, we use the category-related features for subsequent few-shot

classification tasks.

3.2. SRE for few-shot classification

The proposed method is a plug-and-play module that can be em-
bedded in both meta-learning and vanilla transfer learning frameworks
such as ProtoNet [9] and EASY [5]. In this section, we will introduce
the two methods and present how to integrate our SRE module into
them.

3.2.1. Problem definition
We consider a standard FSC problem, where a training set 𝐷𝑡𝑟𝑎𝑖𝑛 and

a test set 𝐷𝑡𝑒𝑠𝑡 are provided. The FSC model 𝑓𝜃 is trained on a series of
tasks randomly sampled from 𝐷𝑡𝑟𝑎𝑖𝑛 and is subsequently tested on tasks
randomly sampled from 𝐷𝑡𝑒𝑠𝑡. Each task consists of two disjoint sets:
the support set  and the query set . Following the ‘‘𝑁-way 𝐾-shot’’
setting,  = {(𝑥𝑠𝑖 , 𝑦𝑠𝑖 )}

𝑛𝑠=𝑁×𝐾
𝑖=1 is composed of 𝑛𝑠 annotated images from

𝑁 classes, with 𝐾 images for each class; and  =
{

(𝑥𝑞𝑖 , 𝑦𝑞𝑖 )
}𝑛𝑞
𝑖=1 shares the

same label space with , containing 𝑛𝑞 images to be classified. During
the training stage, the FSC model learns to generalize on the support
set and then performs evaluation on the query set sampled from 𝐷𝑡𝑟𝑎𝑖𝑛.
This training strategy emulates the model’s behavior in dealing with a
small number of samples, thereby enhancing the model’s robustness.

3.2.2. SRE-ProtoNet
Recent meta-learning based methods, such as ProtoNet [9], have

shown promising results in few-shot learning tasks [6,21,31]. ProtoNet
utilizes a feature extractor to compute class prototypes:

𝐜𝑘 =
1

| |

∑

𝑓𝜃(𝑥𝑖), (8)

𝑘 (𝑥𝑠𝑖 ,𝑦

𝑠
𝑖 )∼𝑆𝑘
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where 𝑘 represents the samples from class 𝑘, and 𝑓𝜃 represents the
feature extractor. The class probability for a query sample 𝑥𝑞 is then
computed using softmax:

𝑝𝜃(𝑦𝑖 = 𝑘|𝑥𝑞) =
exp(−𝑑(𝑓𝜃(𝑥𝑞), 𝐜𝑘))

∑

𝑘′ exp(−𝑑(𝑓𝜃(𝑥𝑞), 𝐜𝑘′ ))
, (9)

where 𝑑(⋅) is the Euclidean distance between query and prototype.
To address the limitation of traditional prototype networks in cap-

uring inter-class relationships, we propose integrating the SRE module
nto the feature extractor 𝑓𝜃 . This enhancement allows for more robust
nd discriminative feature representations. We adopt the cross-entropy
oss 𝑠 to minimize the prediction error of query samples for each task

as follows:

𝑠 = − 1
𝑛𝑞

𝑛𝑞
∑

𝑞=1

𝑁
∑

𝑘=1
𝐱𝑞 log(𝑝𝜃(𝑦𝑖 = 𝑘|𝑥𝑞)) (10)

Finally, based on explicit guidance loss 𝑢 in Eq. (5) for category
relation learning and the cross-entropy loss 𝑠 for classification tasks,
the overall loss is defined as:

𝑝 = 𝜆𝑠𝑠 + 𝜆𝑢𝑢, (11)

where 𝜆𝑠 and 𝜆𝑢 are hyperparameters controlling the effect of each loss
erm.

3.2.3. SRE-EASY
Similarly, we embed the SRE module to the end of the feature

extractor 𝑓𝜃 in the EASY [5] framework to explore the potential re-
ationships between samples. Unlike ProtoNet, EASY uses mini-batch
raining instead of episodic training and incorporates a fully connected
ayer as a classifier. During testing, this classifier is replaced by a soft K-
eans algorithm for iterative computation of class centers, leveraging
nlabeled query samples:

∀𝑖, 𝑡 ∶
⎧

⎪

⎨

⎪

⎩

𝐜𝑖
0 = 𝐜𝑖 ,

𝐜𝑖
𝑡+1 =

∑

𝐳∈𝑖∪
𝑤(𝐳,𝐜𝑖

𝑡)
∑

𝐳′∈𝑖∪ 𝑤(𝐳
′ ,𝐜𝑖

𝑡)
𝐳 , (12)

where 𝑖 represents the 𝑖th class of the support set, and  represents
he query set samples. 𝑤(𝐳, 𝐜𝑖

𝑡) is a weighting function on 𝐳, which gives
it a probability of being associated with class center 𝐜𝑖

𝑡, obtained by
alculating the Euclidean distance from the class center.

In addition to the classifier used to identify the category of the
input samples, a new logistic regression classifier is branched out in the
penultimate layer of the backbone to retrieve the four possible rotations
corresponding to the rotation data augmentation used. Finally, based
on the rotation loss and the loss mentioned in Eq. (11), the overall loss
is defined as:

𝑝 = 𝜆𝑟𝑟 + 𝜆𝑠𝑠 + 𝜆𝑢𝑢, (13)

where 𝑟 represents the rotation loss used to supervise the network in
learning the four possible rotations of the image and 𝜆𝑟 is hyperparam-
eter controlling the effect of each loss term.

3.3. Relation with previous relationship exploration methods

In this subsection, we discuss the connections between several
existing relationship exploration methods and our proposed approach.
Let 𝑋 ∈ R𝐵×𝐶 represent the feature vectors and 𝑋′ ∈ R𝐵×𝐶×𝐻×𝑊

epresent the feature maps of input samples, where 𝐵 is the number
f samples, and 𝐶 denotes the dimensionality of input features.
BatchFormer [13] introduces a batch converter module that en-

bles deep neural networks to learn relationships between samples
from each mini-batch. Different from the typical usage of transformer
layers, the input samples in BatchFormer are simply reshaped into
ndividual patches, enabling the Transformer layers to operate on the

batch dimension of the input data.
5 
NFormer [14] models interactions between input images by com-
puting an approximate affinity matrix 𝐴 that represents the relations
between individual representations:

𝐴 =
(𝐐𝐊𝐓

𝐥 )(𝐊𝐐𝐓
𝐥 )

√

𝑑
(14)

where 𝐾𝑙 and 𝑄𝑙 represents landmark agents sampled from the original
𝑄, 𝐾 to map high-dimensional vector 𝑋 to a low-dimensional encoding
space.

RENet [32] extracts structural patterns in images by learning auto-
correlation and cross-correlation patterns and acquires reliable image-

ide attention 𝐴q through convolutional filtering:

𝐴q(𝐱q) = 1
𝐻 𝑊

∑

𝐱𝑠

exp
(

𝐂̂(𝐱q, 𝐱𝑠)∕𝜸
)

∑

𝐱′q
exp

(

𝐂̂(𝐱′q, 𝐱𝑠)∕𝜸
) (15)

where 𝐱 is a position at the feature map 𝑋′ and 𝜸 is a temperature
actor. 𝐂̂(𝐱q, 𝐱𝑠) is a matching score between the positions 𝐱q and 𝐱𝑠.
FEAT [18] employs a set-to-set transformation, specifically a self-

ttention mechanism, to transform the embedding of each training
nstance while simultaneously considering its contextual instances:

𝐴 = 𝜙(𝐐𝐊𝐓
√

𝑑
),𝐐,𝐊 ∈ 𝐷𝑡𝑟𝑎𝑖𝑛, (16)

where Q,K is obtained by linear mapping through 𝐷𝑡𝑟𝑎𝑖𝑛 and 𝜙(⋅) is the
softmax function.

The above four relationship exploration methods either simply ap-
ply attention to the sample level without explicit constraints or fail
o fully explore the relationships among all associated samples. On

the contrary, the proposed SRE module enable interactions among all
samples, and provide explicitly guidance for the learning of similarity
relationships by constructing an ideal affinity map, thus can obtain
more accurate sample relationships. In addition, through adaptive fea-
ture fusion, we obtain both individually extracted and jointly extracted
sample embeddings tailored for the current task, making our method
more suitable for few-shot scenarios.

4. Experiments

In this section, we first provide experimental settings about im-
plementation details and datasets evaluated on. Then, we insert our
proposed SRE module into two few-shot frameworks, ProtoNet [9] and
EASY [5], and compare these improved versions with recent state-of-
the-art approaches.

4.1. Experimental settings

For fair comparisons with previous methods, we adopt ResNet12
[33] as the backbone network. The input resolution of images is 84 × 84
and features with 640 dimensions are obtained by the feature extrac-
tor after the global pooling operation. Our SRE-ProtoNet is based on
ProtoNet [9]. Each task follows the standard ‘‘5-way 1/5-shot’’ FSC
setting, sampled uniformly from the meta-training or meta-testing sets.
The 5-way 1-shot accuracy measures the model’s performance when
classifying samples from 5 novel classes given only 1 labeled example
per class, while 5-way 5-shot accuracy uses 5 labeled examples per
class. Following the previous protocol used in [6,34], before the meta-
raining stage, we employ a pre-trained model with its weights used
s initialization. In SRE-ProtoNet, the values of 𝜆𝑠 and 𝜆𝑢 are set to
.75 and 0.25 respectively. Our SRE-EASY is based on a simple transfer
earning framework EASY [5] and the values of 𝜆𝑠, 𝜆𝑟 and 𝜆𝑢 are set

to 0.375, 0.375 and 0.25 respectively. Methods with an asterisk use
random resized crops for feature enhancement during testing stage.
We evaluate on four few-shot classification benchmarks: miniImageNet
[3,35], tieredImageNet [36], CUB-200-2011 [37], and CIFAR-FS [38].
Results are reported with 95% confidence intervals to indicate the
statistical reliability of our findings.
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Table 1
Comparison with the state-of-the-art 5-way 1-shot and 5-way 5-shot performance (%) with 95% confidence intervals on
miniImageNet and tieredImageNet.

Method Setting Backbone miniImageNet tieredImageNet
1-shot 5-shot 1-shot 5-shot

Good-Embed [4] Inductive ResNet12 64.82 ± 0.60 82.14 ± 0.43 71.52 ± 0.69 86.03 ± 0.58
DeepEMD [31] Inductive ResNet12 65.91 ± 0.82 82.41 ± 0.56 71.16 ± 0.87 86.03 ± 0.58
FEAT [18] Inductive ResNet12 66.78 ± 0.20 82.05 ± 0.14 70.80 ± 0.23 84.79 ± 0.16
RENet [32] Inductive ResNet12 67.60 ± 0.44 82.58 ± 0.30 71.61 ± 0.51 85.28 ± 0.35
FRN [11] Inductive ResNet12 66.45 ± 0.19 82.83 ± 0.13 72.06 ± 0.22 86.89 ± 0.14
BLC-MAML [39] Inductive ResNet12 66.26 ± 0.32 82.92 ± 0.30 – –
ProtoNet+CL [40] Inductive ResNet12 66.17 ± 0.46 81.73 ± 0.30 69.37 ± 0.48 85.73 ± 0.37
STL DeepBDC [6] Inductive ResNet12 67.83 ± 0.43 85.45 ± 0.29 73.82 ± 0.47 89.00 ± 0.30
CECNet [12] Inductive ResNet12 69.32 ± 0.46 84.65 ± 0.32 73.14 ± 0.50 86.88 ± 0.36
SAPENet[41] Inductive ResNet12 66.41 ± 0.20 82.76 ± 0.14 68.63 ± 0.23 84.30 ± 0.16
GLFA[42] Inductive ResNet12 67.25 ± 0.36 82.80 ± 0.30 72.25 ± 0.40 86.37 ± 0.27
LeadNet [43] Inductive ResNet12 67.32 ± 0.20 83.21 ± 0.14 72.42 ± 0.23 86.60 ± 0.16
SCL [44] Inductive ResNet12 66.79 ± 0.43 83.39 ± 0.29 70.58 ± 0.50 85.39 ± 0.35
UniSiam [45] Inductive ResNet34 64.77 ± 0.37 81.75 ± 0.26 67.67 ± 0.39 84.12 ± 0.28
cluster-FSL [46] Transductive ResNet12 77.81 ± 0.81 85.55 ± 0.41 83.89 ± 0.81 89.94 ± 0.46
EPNet-SSL [47] Transductive ResNet12 75.36 ± 1.01 84.07 ± 0.60 81.79 ± 0.97 88.45 ± 0.61
MetaOptNet [48] Transductive ResNet12 62.64 ± 0.82 78.63 ± 0.46 65.99 ± 0.72 81.56 ± 0.53
BatchFormer† [13] Transductive ResNet12 62.59 ± 0.40 80.20 ± 0.32 66.17 ± 0.46 83.81 ± 0.36
NFormer† [14] Transductive ResNet12 64.42 ± 0.45 81.52 ± 0.30 67.81 ± 0.53 85.14 ± 0.35
CAN+T [10] Transductive ResNet12 67.19 ± 0.55 80.64 ± 0.35 73.21 ± 0.58 84.93 ± 0.38
DSN-MR [25] Transductive ResNet12 64.60 ± 0.72 79.51 ± 0.50 67.39 ± 0.82 82.85 ± 0.56
COSOC* [49] Transductive ResNet12 69.28 ± 0.49 85.16 ± 0.42 73.57 ± 0.43 87.57 ± 0.10
MCT* [50] Transductive ResNet12 78.55 ± 0.86 86.03 ± 0.42 82.32 ± 0.81 87.36 ± 0.50
ODC* [51] Transductive ResNet18 77.20 ± 0.36 87.11 ± 0.42 83.73 ± 0.36 90.46 ± 0.46
PDN-PAS[52] Transductive ResNet50 66.38 ± 0.82 84.29 ± 0.56 71.13 ± 0.97 85.75 ± 0.66

ProtoNet [9] Inductive ResNet12 62.39 ± 0.21 80.53 ± 0.14 68.23 ± 0.23 84.03 ± 0.16
ProtoNet† [9] Transductive ResNet12 68.31 ± 0.44 82.18 ± 0.30 68.81 ± 0.52 84.50 ± 0.35
SRE-ProtoNet Transductive ResNet12 68.73 ± 0.43 84.31 ± 0.29 70.73 ± 0.50 86.40 ± 0.32
SRE-ProtoNet* Transductive ResNet12 70.86 ± 0.44 87.01 ± 0.27 73.02 ± 0.50 87.78 ± 0.31

Meta DeepBDC [6] Inductive ResNet12 67.34 ± 0.43 84.46 ± 0.28 72.34 ± 0.49 87.31 ± 0.32
SRE-Meta DeepBDC Transductive ResNet12 68.91 ± 0.46 85.07 ± 0.29 71.46 ± 0.52 87.31 ± 0.31
SRE-Meta DeepBDC* Transductive ResNet12 71.85 ± 0.44 87.50 ± 0.28 74.22 ± 0.50 87.95 ± 0.32

EASY*† [5] Transductive ResNet12 81.89 ± 0.24 88.95 ± 0.12 82.98 ± 0.26 88.10 ± 0.15
SRE-EASY* Transductive ResNet12 84.07 ± 0.22 89.87 ± 0.11 84.45 ± 0.24 89.66 ± 0.14

† Reproduced under our settings.
* Data augmentation with random resized crops.
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Table 2
Comparison with the state-of-the-art 5-way 1-shot and 5-way 5-shot performance (%)
with 95% confidence intervals on CUB.

Method Reference Backbone CUB
1-shot 5-shot

MatchNet [15] NIPS’16 ResNet12 71.87 ± 0.85 85.08 ± 0.57
MAML [53] ICML’17 ResNet18 68.42 ± 1.07 83.47 ± 0.62
Baseline++ [21] ICLR’19 ResNet18 67.02 ± 0.90 83.58 ± 0.54
ADM [54] IJCAI’20 ResNet18 79.31 ± 0.43 90.69 ± 0.21
FRN [11] CVPR’21 ResNet18 82.55 ± 0.19 92.98 ± 0.10
EASY* [5] ArXiv’22 ResNet12 90.56 ± 0.19 93.79 ± 0.10
Meta DeepBDC [6] CVPR’22 ResNet18 83.55 ± 0.40 93.82 ± 0.17
STL DeepBDC [6] CVPR’22 ResNet18 84.01 ± 0.42 94.02 ± 0.24
FGM [55] ICCV’23 ResNet12 80.77 ± 0.90 92.01 ± 0.71
SAPENet[41] PR’23 Conv4-64 70.38 ± 0.23 84.47 ± 0.14
COML [56] PR’23 ResNet12 83.93 ± 0.66 93.95 ± 0.30
GLFA[42] PR’23 ResNet12 76.52 ± 0.37 90.27 ± 0.38
LEADNET[43] TPAMI’23 ResNet12 79.05 ± 0.20 90.85 ± 0.11

ProtoNet† [9] NIPS’17 ResNet12 80.73 ± 0.43 92.17 ± 0.21
SRE-ProtoNet - ResNet12 84.34 ± 0.40 92.42 ± 0.20
SRE-ProtoNet* - ResNet12 86.71 ± 0.38 93.19 ± 0.20

EASY*† [5] ArXiv’22 ResNet12 89.81 ± 0.19 93.48 ± 0.09
SRE-EASY* - ResNet12 92.10 ± 0.17 94.26 ± 0.08

† Reproduced under our settings.
* Data augmentation with random resized crops.

4.2. Comparison with state-of-the-art methods

As shown in Table 1, we compare our approach with state-of-the-
art few-shot methods on miniImageNet and tieredImageNet. It indicates
6 
that our approach outperforms the existing state-of-the-art methods,
demonstrating the effectiveness and advantages of our SRE module.
Here are several observations. First of all, all baseline methods achieve
significant performance gains on miniImageNet and tieredImageNet
nder 5-way-1-shot and 5-way-5-shot settings with our proposed SRE
odule inserted, which demonstrates our method obtains more dis-

riminative representations by exploring potential category information
mong samples. For example, under the 5-shot setting, the performance
f ProtoNet is improved from 82.18% to 84.31% by inserting our
ethod on miniImageNet, and nearly 5% improvement is achieved with

he strong data augmentation.
Secondly, compared with the meta-learning based method like

Meta DeepBDC [6] and the transfer-based method STL-DeepBDC, SRE-
ProtoNet* and SRE-EASY* achieved 2.55% and 4.42% accuracy supe-
riority under the 5-shot setting on miniImageNet, which also illustrates
the effectiveness of our SRE module. In addition, when compared with
some methods using attention mechanisms, such as COSOC [49] and
CECNet [12], our SRE-EASY* outperform them by 2.09% and 2.78%
on tieredImageNet, respectively. From Table 1, we can observe that
ur method outperforms other relationship exploration methods, such

as RENet [32] and FEAT [18]. These existing approaches often apply
attention at the sample level without explicit constraints or fail to
fully explore inter-sample relationships. In contrast, our proposed SRE
module enables interactions among all samples and provides explicit
guidance for learning similarity relationships by constructing an ideal
affinity map. This approach leads to more accurate sample relationship
exploration and improved feature aggregation. Finally, please note
that our SRE module achieves greater improvements in conjunction

with baseline methods employing random resized crops enhancement.
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Table 3
Comparison with the state-of-the-art 5-way 1-shot and 5-way 5-shot performance (%)
with 95% confidence intervals on CIFAR-FS.

Method Reference Backbone CIFAR-FS
1-shot 5-shot

ProtoNet [9] NIPS’17 ResNet12 72.20 ± 0.70 83.50 ± 0.50
Cosine [21] ICLR’19 ResNet34 60.39 ± 0.28 72.85 ± 0.65
MetaOptNet [48] CVPR’19 ResNet12 72.80 ± 0.70 85.00 ± 0.50
Boosting [57] CVPR’19 WRN28 73.60 ± 0.30 86.00 ± 0.20
RFS[4] ECCV’20 ResNet12 73.90 ± 0.80 86.90 ± 0.50
S2M2 [58] WACV’20 ResNet18 63.66 ± 0.17 76.07 ± 0.19
RENet [32] CVPR’21 ResNet12 74.51 ± 0.46 86.60 ± 0.32
EASY* [5] ArXiv’22 ResNet12 87.16 ± 0.23 90.63 ± 0.15
CORL[59] WACV’23 ResNet12 74.13 ± 0.71 87.54 ± 0.51
GLFA[42] PR’23 ResNet12 74.01 ± 0.40 87.02 ± 0.27

ProtoNet† [9] NIPS’17 ResNet12 73.51 ± 0.54 84.32 ± 0.16
SRE-ProtoNet - ResNet12 77.03 ± 0.48 87.55 ± 0.32
SRE-ProtoNet* - ResNet12 78.81 ± 0.47 89.11 ± 0.31

EASY*† [5] ArXiv’22 ResNet12 86.95 ± 0.22 89.85 ± 0.15
SRE-EASY* - ResNet12 87.52 ± 0.21 90.62 ± 0.15

† Reproduced under our settings.
* Data augmentation with random resized crops.

This result shows that our method can be combined with a variety
f advanced feature extractors or feature enhancement methods to
erform better, demonstrating its scalability and generalization.

Moreover, we present experimental results on two fine-grained
datasets. As shown in Tables 2 and 3, even when evaluated on fine-
grained classification tasks, our method can also exhibit significant
improvements on ProtoNet and EASY. For example, under 1-shot set-
ting, our SRE module improves the performance of ProtoNet from
80.73% to 84.34% on CUB and achieves a nearly 5% accuracy increase
on CIFAR-FS. Meanwhile, it can also be seen that the improvements on
EASY brought by our SRE module range from 1% to 3%, which is not
as significant as those on ProtoNet. Besides the influence of marginal
effects, the reason behind this may be that the way EASY calculates
prototypes by combining all samples is similar to the calculation of the
task-related similarity map in our SRE module.

4.3. Ablation study

4.3.1. Comparison of latency of few-shot classification task
In this section, we compare the latency during the meta-training and

eta-testing phases with single RTX 3090 in Table 4. All the experi-
ments are conducted on miniImageNet with ResNet-12 as backbone and

e calculate the relative value of the latency based on the experiment
esults given in [6]. In the stage of meta-training, ProtoNet exhibit the

lowest latency as the simplest metric learning based methods, while
our SRE-ProtoNet is just a little slower. However, our SRE-ProtoNet
with only a small number of learnable parameters added outperforms
almost all the ProtoNet-based methods. Though the meta-training and
meta-testing speed of FRN is comparable to that of our SRE-ProtoNet,
its accuracy is much lower. Compared with STL DeepBDC, our SRE-
EASY* method substantially outperforms it by 16.24% on the 1-shot
setting while using shorter time. These results demonstrate that our
SRE module efficiently balances the trade-off between performance
and computational overhead, making it a viable solution for practical
applications in few-shot learning scenarios.

4.3.2. Effect of SRE module during the training stage
Following previous works [6,18,34], we analyze our SRE module’s

effectiveness by incorporating it into pre-training, meta-training, or
oth phases. As shown in Table 5, integrating SRE in either phase

alone improves performance by 3.7% and 1.2% on average in 1-
shot and 5-shot settings, respectively. Notably, incorporating SRE in
both stages yields the most significant improvement for ProtoNet. This
7 
Fig. 5. The impact of different hyperparameters scales of EG component on
miniImageNet. Triangular and circular data points represent the EASY and ProtoNet
in conjunction with our SRE module respectively.

indicates that the two stages with SRE are complementary, and captur-
ng category information in both phases enhances feature robustness,

improving the model’s classification performance.

4.3.3. Revisiting on different guidance methods in EG component
Here, we first demonstrate the impact of the EG component on

erformance under different loss scales. As shown in Fig. 5, it can
be observed that the network achieves the best performance when
he hyperparameters of classification loss 𝜆𝑠 and explicit guidance

loss 𝜆𝑢 are set to 0.75 and 0.25 respectively. It is worth noting that
when 𝜆𝑢 = 0, the learning of task-related similarity map transits
from applying additional guidance to completely implicit learning. This
results in a significant drop in classification performance in the 1-shot
setting, confirming the effectiveness of the proposed EG component.
Additionally, we conduct an interesting experiment to investigate the
use of CLIP [60] for feature extraction and similarity calculation in
the SRE module. Table 6 presents two approaches: ‘‘CLIP-supervised’’,

here 𝑀𝑠𝑖𝑚 learning is supervised by CLIP-generated 𝑀𝑡𝑟𝑢𝑒, and ‘‘CLIP-
measured’’, where CLIP-computed sample distance scores directly re-
place 𝑀𝑠𝑖𝑚. As we expected, since the scores computed by the CLIP
model are merely estimates of the true class relationship of the samples,
the performance of both CLIP-based methods is slightly inferior to our
method.

4.3.4. Comparison of different feature fusion methods
In addition to using proposed CAF component to fuse the orig-

inal features and aggregated features, we also explore the usage of
traditional pointwise-addition operation and channel-concatenation op-
eration for feature fusion. As illustrated in Table 7, the performance
improvement of channel-concatenation operation is slightly larger than
that of pointwise-addition operation. Moreover, our CAF component
shows a 1% to 2% improvement compared to the above two methods in
both 1-shot and 5-shot settings. Consequently, the experimental results
show that our CAF component is able to better fuse the two features by
learning the scales of different feature channels and normalizing them
in order to achieve better performance improvement.

4.3.5. Evaluation on the contribution of three proposed component
As shown in Table 8, we conduct comprehensive ablation studies to

valuate the contribution of each proposed component in our SRE mod-
ule. The experiments are performed on the miniImageNet dataset using
both meta-learning (ProtoNet [61]) and transfer learning (EASY [5])
frameworks, under vanilla and strong data augmentation settings. Our
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Table 4
Comparison of FLOPs, parameters and latency (ms) for 5-way classification on miniImageNet.

Method FLOPS/Params Latency

Meta-training Meta-testing Accuracy

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

ProtoNet [9] 3.5 × 109/12.5M 304 365 115 143 62.11 80.77
ADM [54] 2.2 × 108/7.64M 908 967 199 221 65.87 82.05
DeepEMD [31] 3.5 × 109/12.5M >80K > 106 457 12,617 65.91 82.41
FRN [11] 3.5 × 109/12.5M 327 427 159 197 66.45 82.83
Meta DeepBDC [6] 3.5 × 109/12.5M 505 623 161 198 67.34 84.46
STL DeepBDC [6] 3.5 × 109/12.5M – – 184 245 67.83 85.45
EASY [5]† 3.5 × 109/12.5M – – 134 157 78.49 86.71

SRE-ProtoNet◦ 3.5 × 109/13.7M 371 467 152 184 68.73 84.31
SRE-ProtoNet* 3.5 × 109/13.7M 373 463 316 335 70.86 87.01
SRE-EASY◦ 3.5 × 109/13.7M – – 170 206 78.86 87.32
SRE-EASY* 3.5 × 109/13.7M – – 439 532 84.07 89.87

† Reproduced under our settings.
◦ Vanilla data augmentation.
* Strong data augmentation.
Table 5
The effect of the SRE module employed in different training stages, P represents the pre-training stage, and M represents the meta-training stage. ✓ and
✗ represent respectively using or not using our SRE module.

(a) Vanilla data augmentation.

Method P M miniImageNet

1-shot 5-shot

ProtoNet◦ ✗ ✗ 62.39 ± 0.21 80.53 ± 0.14

SRE-ProtoNet◦
✓ ✗ 67.37 ± 0.45 82.66 ± 0.28
✗ ✓ 67.84 ± 0.46 83.73 ± 0.30
✓ ✓ 68.73 ± 0.43 84.31 ± 0.29

(b) Strong data augmentation.

Method P M miniImageNet

1-shot 5-shot

ProtoNet* ✗ ✗ 65.53 ± 0.36 83.59 ± 0.30

SRE-ProtoNet*
✓ ✗ 68.58 ± 0.46 84.72 ± 0.28
✗ ✓ 69.25 ± 0.46 84.78 ± 0.28
✓ ✓ 70.86 ± 0.44 87.01 ± 0.27
m

C

Table 6
The comparison results of using different ways to guide or replace the task-related
similarity map learning in SRE module on miniImageNet.

Method SRE-ProtoNet SRE-EASY

1-shot 5-shot 1-shot 5-shot

CLIP-supervised◦ 67.26 ± 0.44 83.47 ± 0.29 77.95 ± 0.23 86.96 ± 0.12
CLIP-supervised* 70.26 ± 0.43 86.37 ± 0.27 83.52 ± 0.22 88.83 ± 0.12
CLIP-measured◦ 66.98 ± 0.45 83.26 ± 0.30 77.61 ± 0.22 86.57 ± 0.13
CLIP-measured* 70.23 ± 0.44 86.67 ± 0.27 83.75 ± 0.20 88.94 ± 0.12

Ours (SRE)◦ 68.73 ± 0.43 84.32 ± 0.29 78.86 ± 0.23 87.32 ± 0.12
Ours (SRE)* 70.86 ± 0.44 87.01 ± 0.27 84.07 ± 0.22 89.87 ± 0.11

◦ Vanilla data augmentation.
 Strong data augmentation.

Table 7
The comparison results of replacing CAF component with pointwise-addition (Addition)
or channel-concatenation (Concatenation) operation on miniImageNet.

Method SRE-ProtoNet SRE-EASY

1-shot 5-shot 1-shot 5-shot

Addition◦ 68.16 ± 0.45 82.51 ± 0.31 76.75 ± 0.23 86.64 ± 0.13
Addition* 69.60 ± 0.46 85.61 ± 0.31 82.32 ± 0.22 88.58 ± 0.12
Concatenation◦ 68.59 ± 0.46 83.11 ± 0.29 77.80 ± 0.24 87.34 ± 0.12
Concatenation* 69.84 ± 0.46 85.96 ± 0.27 83.67 ± 0.23 89.20 ± 0.11

Ours◦(CAF) 68.73 ± 0.43 84.31 ± 0.29 78.86 ± 0.23 87.32 ± 0.12
Ours*(CAF) 70.86 ± 0.44 87.01 ± 0.27 84.07 ± 0.22 89.87 ± 0.11

◦ Vanilla data augmentation.
 Strong data augmentation.

results demonstrate that each component contributes significantly to
he overall performance improvement. With the SA component as the

core module, we analyze the impact of CAF and EG. In the vanilla
data augmentation setting, incorporating SA alone improve the 1-shot
accuracy by 4.15% for ProtoNet. Adding CAF and EG further increase
the accuracy by 1.61% and 0.44%, respectively. The combination of
all three components yield the best performance, with a total improve-

ent of 6.34% in 1-shot accuracy for ProtoNet and 2.94% for EASY.
 m

8 
Table 8
Evaluation on the contribution of three proposed component in our SRE module on
iniImageNet. ✓ and ✗ represent respectively adopting or not adopting the module.

(a) Vanilla data augmentation.

SA CAF EG SRE-ProtoNet◦ SRE-EASY◦

1-shot 5-shot 1-shot 5-shot

✗ ✗ ✗ 62.39 ± 0.21 80.53 ± 0.14 75.92 ± 0.23 84.31 ± 0.13
✓ ✗ ✗ 66.54 ± 0.44 82.47 ± 0.30 75.68 ± 0.23 83.92 ± 0.13
✓ ✓ ✗ 68.15 ± 0.45 83.23 ± 0.28 77.30 ± 0.23 86.84 ± 0.13
✓ ✗ ✓ 68.59 ± 0.46 83.11 ± 0.29 77.80 ± 0.24 87.34 ± 0.12
✓ ✓ ✓ 68.73 ± 0.43 84.31 ± 0.29 78.86 ± 0.23 87.32 ± 0.12

(b) Strong data augmentation.

SA CAF EG SRE-ProtoNet* SRE-EASY*

1-shot 5-shot 1-shot 5-shot

✗ ✗ ✗ 65.53 ± 0.36 83.59 ± 0.30 81.89 ± 0.25 88.29 ± 0.13
✓ ✗ ✗ 68.94 ± 0.45 85.37 ± 0.29 81.21 ± 0.23 88.17 ± 0.11
✓ ✓ ✗ 69.94 ± 0.44 86.64 ± 0.26 82.83 ± 0.23 89.62 ± 0.11
✓ ✗ ✓ 69.60 ± 0.46 85.61 ± 0.31 82.32 ± 0.22 88.58 ± 0.12
✓ ✓ ✓ 70.86 ± 0.44 87.01 ± 0.27 84.07 ± 0.22 89.87 ± 0.11

These consistent improvements across various frameworks and data
augmentation settings confirm the generalizability of our approach
and demonstrate that all three components complement each other in
enhancing network performance.

4.3.6. Qualitative results
In Fig. 6, we present the class activation maps visualized with Grad-

AM++ [62] for EASY and the improved version with our SRE module
inserted on miniImageNet. It is evident that our approach enables the

odel to focus more on the finer details of objects. For example, in
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Fig. 6. The Grad-CAM++ [62] visualization on miniImageNet. The first row illustrates the original images, the second row displays the class activation maps of the original model,
and the third row represents the results after improvements with our module. The images with red boxes indicate results that are misclassified by the original model.
Fig. 7. Visualization using t-SNE [63]. The first row represents the basic features after global pooling by the backbone, while the second row represents the features extracted by
our method. The first and second columns respectively represent features randomly selected 5/10 classes on the test sets of miniImageNet and CUB.
the first column of class activation maps for birds, our model pays
more attention to the entire bird rather than a specific part. In the first
column of class activation maps for handguns, our model effectively
attends to various components, whereas the baseline method overlooks
the gunstock. These incorrect attentions lead to misclassifications by
the original model when dealing with confusing images in the second
column for each class, whereas our method correctly classifies the
corresponding images.

Moreover, we demonstrate the effectiveness of our method by visu-
alizing the feature distributions of test tasks. In Fig. 7, we showcase the
t-SNE [63] visualization of our method compared to baseline methods
on the 5-way 5-shot classification tasks sampled from the miniImageNet
and CUB datasets. We can observe that our proposed method, through
explicit guidance on learning sample relationships, extracts features
with better discriminability.

In Fig. 8, we demonstrate a visualization of the task-related simi-
larity map predicted by the sample association information extraction
module. This experiment follows ‘‘5-way 5-shot’’ setting and is con-
ducted on the miniImageNet dataset. In this ablation study, six images
are randomly selected from each meta-task, and their category associa-
tion scores are provided. The depth of colors in the figure represents
the degree of category relevance. From Fig. 8, it can be observed
that the method proposed in this paper correctly learns the category
relationships of input samples, and the concept of ‘‘which samples
belong to the same category’’ is accurately reflected in the visualized
task-related similarity map.
9 
Fig. 8. Visualizations of category association scores for three randomly selected cate-
gories with two images on miniImageNet. Darker colors in the visualization correspond
to higher values of association, indicating stronger category correlations.
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5. Conclusion

In this paper, we propose a Sample Relation Exploration (SRE)
module for few-shot classification, which effectively aggregates fea-
ures from the same class to learn discriminative class-related features.
ur approach differs from existing methods by modeling relationships
mong all input images, rather than focusing on individual image
epresentations. The SRE module comprises three key components:
ample-level Attention (SA) for exploring similarity relationships be-
ween samples, Explicit Guidance (EG) for supervising the learning of

task-related similarity maps, and Channel-wise Adaptive Fusion (CAF)
or dynamically fusing original and aggregated features. Extensive ex-

periments demonstrate that our SRE method can learn robust and
iscriminative feature representations while significantly enhancing

the performance of baseline models across different few-shot learn-
ing frameworks. The plug-and-play nature of our SRE module allows
for flexible integration into both transfer learning and meta-learning
based FSC frameworks. However, we acknowledge certain limitations
of our approach. The effectiveness of SRE may vary depending on
the specific dataset and backbone architecture used. Additionally, the
optimal values for hyperparameters controlling the weights of explicit
guidance loss and classification loss may require tuning for different
scenarios. Future work could explore the adaptability of our method
cross a wider range of datasets and architectures, as well as investigate
utomatic hyperparameter optimization techniques.
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